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USE OF THE OMRON F150-3 CAMERA FOR THE POSITIONING
OF RANDOMLY DISTRIBUTED PARTS

The article discusses the development of a testing workplace for the handling of 3D objects. The workplace is equipped
with an industrial SCARA robot, an intelligent input conveyor, pallet and depalletizing equipment, a vibrating feeder and
vibrating trays, switch effectors, universal gripper, and other components. The workplace is also equipped with two OMRON
F150-S1 cameras, which are used to create a 3D camera system. The article describes how the 3D camera system is used to
determine the position of objects on the conveyor belt. The system first uses the density averaging function to determine the
average optical density of the region without any objects. This value is then used as a threshold to determine whether an object
is present in the workspace. If an object is present, the system uses the gravity and area functions to calculate the X and Y
coordinates of the object from the center of the measuring platform. The system then uses the edge position function to calculate
the Z coordinate of the object.
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Relevance of the research. Orientation of parts using a 3D camera is a current topic be-
cause it has many advantages over traditional methods. 3D cameras are able to determine the
orientation of parts with high accuracy, which is important in applications such as manufactu-
ring and assembly. 3D cameras can orient parts quickly, which is important in applications
where a large number of parts need to be processed. 3D cameras can be automated, meaning
they can be used to orient parts without human intervention. This can save time and money. 3D
cameras can be used to orient parts of different shapes and sizes.

Problem statement. Current methods of component orientation have a number of disad-
vantages. Manually orienting parts can be time-consuming and not always accurate. Traditional
methods of automatic part orientation are often limited to certain types of parts and cannot be
used to orient parts of different shapes and sizes.

Analysis of recent research and publications. The OMRON F150-3 camera is a 3D ca-
mera that is commonly used for the positioning of randomly distributed parts. It has a number
of features that make it well-suited for this application, including:

- A high resolution, which allows it to accurately capture the shape and orientation of parts.

- A wide field of view, which allows it to capture multiple parts in a single image.

- A fast frame rate, which allows it to capture images of moving parts.

A number of recent research papers have been published on the use of the OMRON F150-
3 camera for the positioning of randomly distributed parts. These papers have investigated a
variety of methods for using the camera to determine the position of parts, including:

- Feature-based methods: These methods use the features of the parts, such as their shape
or size, to determine their position.

- Background subtraction methods: These methods use the background of the image to
determine the position of parts.

- Template matching methods: These methods use a template image of the part to determine
its position [1,2].
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Uninvestigated parts of a common problem. Despite the progress that has been made in
this area, there are still areas that are not sufficiently explored. For example, researchers are
still working on developing methods to orient parts that are resistant to adverse conditions such
as dust, moisture and light. Researchers are also working to develop methods to orient parts
that are affordable and easy to use.

Research objective. The goal of this research is a new method for part orientation using
3D cameras that will be fast, sufficiently accessible and affordable. The new method will be
based on a combination of traditional and new methods and algorithms. The method will be
tested on different types of parts under different conditions.

The statement of basic materials. Recently, more and more frequently we encounter rapid
development in the field of automation of cyclically recurring processes. These processes occur
not only in the deployment, but also in our daily lives. Most of us about them or just have no
idea, and it has long since become a normal part of our. The camera systems, cyclically repeated
steps: getting data from the source, their processing and evaluation in real time, and last but not
least activity depend on the evaluation thereof. These steps we've taken advantage of in the
construction testing workplace for the handling of 3D objects created in the project: applied
research systems smart handling of industrial robots with unoriented 3D objects. Visual sensor
subsystems are an essential part already or not adaptive, but directly to autonomous complex
mechatronic systems. Their integration into the production cycle, the monitoring of technolog-
ical processes and operations increases flexibility, production flexibility and partially eliminat-
ing the need for human intervention [3].

Equipment of research workplace Robotics research workplace serving for verification
of selected types of methods and algorithms of randomly oriented objects. The main parts of
this workplace include the following components:

* Industrial robot Scara

* Intelligent input conveyor

* Pallet respectively Depalletizing equipment

* Vibrating conveyor and vibrating trays

* Replacement of equipment effectors and universal gripper

* Other components (control computer, PLC control, rotary actuators, linear and rotary
modules)

The structure of the research robotic workstation (fig. 1 and fig. 2) consists of industrial
SCARA robot, intelligent input conveyor, pallet and depalletizing equipment, vibrating feeder
and vibrating trays, switch effectors and universal gripper and other components (control com-
puter, PLC control, rotary actuators, linear and rotary modules) [4].
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Grippers
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Scanning part_1

Montage

Part_3
Fig. 3. Layout of research workplace

The aim of the establishment of the research department is the possibility of using it, inter
alia, in at teaching process for the preparation of students in the field of Robotics and automa-
tion. Provides the ability to use for experimental and research purposes and significantly con-
tributes to the preparation of students for practical as well as a better theoretical page [5].

LIGHTING

’ CAMERA 1

CONTROL
SYSTEM

Fig. 4. Layout of research workplace

99



TEXHIYHI HAYKU TA TEXHOJIOT T Ne 3(33),2023
TECHNICAL SCIENCES AND TECHNOLOGIES

As shown in fig. 2, handling variously oriented subjects in the area of one camera is not
enough. For this type of application must be built. 3D camera system while may be issued in
two ways. Either purchase industrial 3D camera with evaluation software or a combination of
two or more cameras to create a 3D system in which using geometric relationships relevant
coordinates of the object in space are extracted, calculated [6].

A crucial and critical place of each visual system specific parameters of the cameras. On
the test facility are used cameras OMRON F150-S1, Fig. 3, which have the following main
parameters.

* resolution camera system :512 (H) x 484 (V), and the camera 659 (H) x 494 (V)

» focal length: 35 mm

* The range image depending on whether the camera is mounted on an intelligent light
source, the distance of the measurement object from the camera and use the spacer - additional
intermediate links between the lens and the camera itself.

gt
Fig. 5 Camera OMRON F150-S1

Visual inspection system OMRON F150-3 has 16 scenes (one measuring stage for one com-
ponent together so settings can be saved for up to 16 products), has the option to record in the
memory up to 32 images controlled subjects and 16 measurement functions. Because of the mani-
pulation necessary to ascertain the position of the object on the conveyor belt. To determine whether
the object whose coordinates we need to identify the center of gravity is not at work, the scene
measuring function is used Density averaging based on the difference in the brightness of the image
units. As part of this exercise will evaluate the density of each pixel based on its brightness (values
from 0 to 255, so. Grayscale, gray scale), calculate the overall average for crawled area (search
region) and on the basis of the calculated measurement made [7].

At the beginning of measurement made for the empty stage to determine what is the aver-
age optical density of the region without building measurements. The measurement showed that
under the given lighting conditions, the average optical density of the searched area bounding
box is equal to the value of 64.525. In the next step, access to the operation which is referred to
as thresholding - we define thresholds, under which the system will be able to say with certainty
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whether the component in the workspace is present or not. In implementing the thresholding
operation, thus entering the limit values for separation of compliant products from spoilage, the
following procedure was followed: The verdict OK was set to 100 for objects with a correlation
value of 84 or higher with the reference object. All objects with measurement values of 83 or
lower were marked as error parts, as shown in, tab. 1.

Tab. 1 Example of correlation products with the reference object

Component Leayout 3D model Corelation
R - . :

o - . )

o - . |

After calibrated measuring range to the display poles we can move to the measured X and
Y coordinates of the selected object from the center of the measuring platform, from the bottom
left corner of the screen within the external coordinate system use the function Gravity and area.
The said function can calculate the mean of the sheet object (top view), provided that the
recognized object is formed on the screen, a preponderance of white pixels and the rest of the
scene is black.

To extract the coordinates of the third applies the function "edge position", a feature that
can detect the edges of objects and their position is considered sufficient contrast between the
background and object recognition. As with the deployment tool "Gravity and area" We have
to edit the scene through BGS - background suppression (post-processing, image processing
after receipt) so that between the edge and the background is visible difference. The background
is cut off, so to speak, determines the upper and lower limits (0 to 255) pixels and brightness
only areas covered by this difference of the measurement are taken into account. If the position
of the side edge is to be measured, the product is selected in the desired direction. If the subject
is dark and the background is light, the "Light to Dark" option is chosen. Of course, before
drawing, the area where the edge of the object in question should be located is defined. [8].

To perform a test, the standard deviation measurements for X - coordinate was 0.015, 0.064
for Y, Z for 0,009. The cause of the greatest deviations of measurements for the Y - coordinate
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maybe fact that has not been used for measurements intelligent light source, measured in scene and
lights steadily and the results achieved probably be relevant effect lighting in the premises of the
laboratory of a relatively large vertical distance of the camera from the object of measurement.

Conclusions. Practical verification, we found that camera system OMRON F150-3 is
applicable to the assembly lines with sufficient accuracy without special lighting. The next step
in addressing the interconnection of the camera system and robot who will take part and classes.
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BUKOPUCTAHHS KAMEPH OMRON F150-3 1151 HO3UIIOHYBAHHSI
BHUITAJIKOBO PO3INOAIVIEHUX JETAJIENU

Y emammi pozensoaemucs po3pobra mecmogozo pob6ouozo micys ons pobomu 3 3D 06'ckmamu. Poboue micye ocnaujene
npomucnosum pobomom SCARA, inmenekmyanoHum 6XiOHUM KOHBEEPOM, OONAOHAHHAM 0I5l NANETYB8AHHS MA Oendaiemy8aHHs,
BIOPOXHCUBUTLHUKOM MA 8IOPOIOMKAMUY, ePEKMOPAMU NepeMUKAdie ma YHIEEePCATbHUM 3aX8AMOM MA THUUMU KOMNOHEH-
mamu. Taxoor poboye micye ocnawere 0soma kamepamu OMRON F150-S1, axi euxopucmosgyomsvcs 05l CMEOpeH s CUcmemu
3D kamep. Y cmammi onucano, ax cucmema 3D-kamep UKOpUCOBYEMbCA OISt BUSHAUEHHS NOTIOHCEHHS 00 '€KMi6 Ha KOHBEEDI.
Cucmema cnouamky UKOPUCMOBYE QYHKYIIO ycepeOHeHHs WINbHOCMI, WoO SUSHAUUMU CepeOHI0 ONMUYHY WiNbHICMb 00-
nacmi 6e3 06 ’exmie. [lomim ye 3HaueHHs BUKOPUCMOBYEMbCA AK NOPO20GE 3HAUEHHA OISl GUSHAUEHHA HAABHOCMI 00 €kma 6
pobouiti obracmi. HAxwo 06’exm npucymmiii, cucmema UKOPUCMOBYE PYHKYIIO epagimayii ma niowi osi 0OYUCTIEHHST KOOD-
ounam X i Y 06 ’exma 6i0 yenmpy of the measuring platform. The system then uses the edge position function to calculate the
Z coordinate of the object.

Knruoei cnosa: pobomusosana poboua cmanyis, 3D-kamepa, maninynayii 3 HeopieHmosanumu 06'ekmamu

Mlinaréek D., Jano$ R. Use of the omron f150-3 camera for the positioning of randomly distributed parts. Technical sciences and technologies,
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