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AJI'OPUTM IVTAHUPOBAHUSA 3AJIAY B I'PU/I-CPEJE HA BASE METOJJA
JANHAMHUYECKOI'O ITPOI'PAMMMWPOBAHUA

The problem of the effective usage of the gridrenment for solving different types of computingks of large
dimension is researched in the paper. We studytbklem of optimal task scheduling at an affordasd¢ of resources on
the one hand and the equitable distribution of teses between the tasks that come into the inpetiewf a centralized
workflow management system, on the other hand. stage strategy of task scheduling in grid environtribat takes into
account user-defined QoS requirements, structwwalures and execution dynamicity of the task isqreed. The dynamic
programming method application to the workflow shifieng problem is proposed in the paper and theatffeness
evaluation experimental results of the proposedsitat are given.
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Jlocnioocyemuest npobnema egheKmugHo20 GUKOPUCIIANHS 2PI0-cepedosuya OJisk GUPIUEHHS PISHUX MUNi@ 004UCTI08AIb-
HUX 3a0ay eenuxoi poamipuocmi. Posensdoaemvca 3a0aua onmumanbHo20 posmileHHs oouucnioganrvhux 610Kie 3a80aHHA HA
oocmynuil 6e3niyi pecypcié 3 00H020 OOKY i CHpageonugo2o po3nooiny pecypcie Mixc 3a80aHHAMU, AKI HAOX00AMb Y 6XIOHY
uepey YeHmpanizo8aHoi cucmemu YNpasiiHHa NOMOKAMU 3A60aHb, 3 iHWo20 00Ky. IIpedcmaesnena osoemanna cmpamezis
NJIAHYBAHHS 3A60aHb Y 2Pi0-cepedosuuyi, ujo 8paxo8ye 6CMAHOGIEH] Kopucmyeayem sumozu 00 pieus QOS,cmpykmypHi oco-
Oausocmi ma OUHAMIKY UKOHAHHA 3A680AHHA. 3aNPONOHOBAHO 3ACMOCYB8AHHA MEMOOY OUHAMINHO20 NPOSPAMYBAHHS OO0 3a-
oaui nIaHy8amHs 6 epio-cepedosuiyi i npedcmagieHi pe3yibmamu eKCnepUMEeHMAaIbH020 00CTIONCEH S eheKmUSHOCmI 3a-
NPONOHOBAHO2O0 PEULeHHA.

Knrwuogi cnosa: zpio, nomix 3a60anv, N1any8auHs, AKICMb 00C1Y208YE8ANHS.
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Hccenedyemes npobnema s3¢hgpexmusnoco ucnonb306anus epuo-cpeovl Oiisi peuleHuss PA3HbIX MUN08 BbIYUCTUNETbHBIX
3adau 6oavwoll pasmeprocmu. Paccmampusaemces 3a0aua OnmumManibHO20 pasmewjerust 8blYUCTUMeNbHbIX OJI0K08 HA Joc-
MYNHOM MHOMCECHBe Pecypcos ¢ 00HOU CIMOPOHbL U CHPABEONIUBO0 PACHPEIENEHUS PECYPCO8 MeXCOY 3a0adamu, NOCmynd-
IOWUMU 80 BXOOHYIO 0Uepedb YeHMPATU308aAHHOU CUCIEMb] YIPABTEHUs NOTMOKAMU 3a0al, ¢ Opy20ti cmopoHul. [Ipedcmasine-
HA OBYXIMANHAS CcmMpameus NIAHUPOBAHUS 3a0ay 8 2pud-cpede, YHUMbIBAIOWds YCMAHOGIEHHbIE NOIb308AMeNeM
mpebosanus k yposHo QOS,cmpykmypHruie 0COOEHHOCMU U OUHAMUKY 8bINOAHEHUA 3a0ayu. [Ipednosceno npumenenue me-
Mo0a OUHAMUYECKO20 NPOSPAMMUPOBAHUSA K 3a0aue NAAHUPOBAHUS 8 SPUO-CPede U NPEOCMABIeHbl Pe3yIbmamyl IKCnepume-
HMAILHO2O UCCAEA08AHUS FPDEKMUBHOCHIU NPEOTONCEHHO2O PEULeHUS].

Knruesnie cnosa: epud, nomok 3adau, niaHupoSanue, Kauecmeo 00CylHCUBAHUSL.

Introduction. Currently grid technologies are actively developed applied for solving of
complex high-dimensional problems such as econandocecology prognosis, medical information
processing and others. The problem of task adofuirogffective execution in the grid environment
is rather complex itself. Abstract features of gsuofi the grid-infrastructure for different types of
tasks’ execution based on their structural bufurattional features can be determined.

The actively developing field in the grid-computing the technology of workflow
execution in grid-environment. The workflow repnetsethe task as a sequence of subtasks
with certain synchronization scheme. The presericgeweral parallel blocks in such tasks
allows to execute them on different resources forenefficient problem solution. To provide
such a solution several factors should be takenantount and the most important of them is
the expenses for data exchange between utilizenimess. Workflow scheduling is an NP-
complete problem in general [1].

Another component that is very important for gndieisers is the ability of a grid system
to provide its consumers with the required quatityservice (Qo0S). It results in the need to
allocate task on a set of resources which is mattlde for its execution depending on the
QoS information provided by the resources. Whilerfon-commercial community grids it is
limited to estimate completion time (ECT), commataitility grids can also operate with
costs of calculations and some other parameters.

The paper is dedicated to the research of the sspescheduling different types of tasks
in grid-environment. Another research problem ie $itrategy of the central queue of grid
tasks processing according to their priorities @u® requirements.

The complex two stage strategy for tasks’ queuegssing and task scheduling next is
proposed in the paper.

The formalization of the task of scheduling differat types of jobs in grid environ-
ment. One of the factors influencing the performance loé grid-network is planning
efficiency. Taking into account the heterogeneitygond-resources, as well as the structural
features of tasks, the following factors shoulduibderstood under the scheduling efficiency:

1) equable load of all the grid computing elements;

2) the minimal tasks’ downtime in the run queue;

3) the minimal execution time of tasks on a de@datet of resources, including the time
required for data transfer between computing blocks

The classification of the tasks which are calcwatethe grid-environment according to
the structural criterion has been suggested bwditigors [2].

The execution effectiveness of the task represdmyeal single computing unit or a set of
consistent, depends on the effectiveness of itgram implementation, planning strategies of
the low-level grid brokers and local scheduler.

If the task is represented by a set of similar sasih different input data, scheduling
optimization reduces to decomposition of the tasoeding to the current options of grid-
infrastructure.

The presence of parallel blocks in workflow tasksves executing them on different
resources for more efficient problem solution. Troyide such a solution the expenses for
data exchange between utilized resources shoutiakiea into account.
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The expenses for data exchange can be eliminatedlusgering several blocks of
workflow for the same resource. There is a conoédinear and nonlinear clustering [1],
when serial or parallel blocks are grouped respelsti The optimization problem is reduced
to finding the optimal solution between paralleliaa and clustering.

Workflow task is generally modeled by a precedermestrained task graph, which is a
directed acyclic graph with nodes representingstifetasks and the directed edges representing
the execution dependencies between them as whlk @asnount of communication.

For effective workflow scheduling the following dabk parameters must be defined:

{ECT, Memory, {T}},
where ECT - estimated completion time;

Memory — memory requirements;

{T} — set of links to other modules (one-way comraation between nodes).

For effective execution in the grid-environment thBowing limitations are imposed for
the workflow structure.

1) Lack of loops and branches. These limits are detemun by the task structure
presentation in the form of an acyclic directedppraHowever, the task structure having
loops can be converted to DAG by adding an additidevel. Branching can be handled at
the level of metascheduler through the dynamic @gogr to planning.

2) High level of task granularity. The dimension ofccéations should be much higher in
relation to the dimension of the transmitted dafa Ih [3] the granularity problem is defined
as follows:

g =min{z, /maxc, }} (1)

wherer, — computational complexity of node;
c,;— dimensionality of the data being transferred leetwnodes), andn; ;

v — the number of computing nodes of the task.

Grid-network structure can be presented as a cdenpleected graph where vertices
define the resources, and the weight of arcs défamelwidth computer network. Each unit of
the grid-net structure is characterized by theofeihg compulsory parameters.

{CPU, Memory, Cost, {R1, R2}},
where CPU — computational power;

Memory — memory characteristics;

Cost — usage cost;

R1 - receive data network bandwidth;

R2 — data transmission network bandwidth.

The optimization task presupposes working out amg computing units arrangement
on the available set of resources.

The traditional classification of jobs scheduliragks is presented in [4] but it does not
take into account the multicriterion characteristiche objective function. However, besides
the job performance time, the competitive criteficomputing cost, is significant for the
commercial grid-environment. The task of workflosheduling in the grid-environment is
NP-complete problem in general.

At the middleware level grid does not provide &lipport for the tasks of different types.
For instance, ARC Nordugrid (http://www.nordugridy) and gLite (http://glite.cern.ch/),
which are considered as main providers of grid teidre in EMI (http://www.eu-emi.eu/)
and which are widely used by the Ukrainian natiogadl-infrastructure make use of the
following formats of the grid-tasks specificatiodSDL [5], XxRSL [6] and JDL [7]. Among
the mentioned JDL-format is the only to introdube nhotion of the task type (Job, DAG
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Collection), which still has certain limitations the determination of the periodic
synchronization between the units and the datanésion volumes is impossible. JSDL and
XRSL formats provide just means of determininggheameters of single tasks; the workflow
tasks, as well as the relations between singlestaskot supported.

Middleware grid brokers realize simplified schedglistrategies and do not allow work-
flow scheduling taking into consideration the tasitsucture and QoS parameters. For
instance, ARC Nordugrid broker realizes the follogvstrategies of the available computing
resources selection: RandomBroker, BenchmarkBrdtastestQueueBroker, DataBroker [6].
The latter means that the mechanisms of compleixtgeks scheduling are to be realized and
arranged beyond the middleware grid level.

The structure of the metascheduler of the centralied workflow management system.
An important component of the use of the grid-emwment is to provide its consumers with
the required level of quality of service (Qo0S).

In addition to finding the optimal schedule of wiokv task on the set of available
computing resources, the important aspects of tleéasoheduler are: a) the strategy of
processing the input queue of tasks in accordanttetheir priorities; b) the choice of the
scheduling algorithm according to the structura@tdiees of the task; ¢) dynamic control of
task execution; d) accounting the dynamicity otigretwork as well as the level of quality of
service of grid resources.

Below we consider the metascheduler implementa&pects which are an integral part
of the centralized workflow management system. Latkhe centralized approach, which
consists in the possible occurrence of bottleneclkgssumed to be eliminated through the
scalable workflow management system architecture.

This paper introduces a two-stage strategy for sm$leduling in grid environment. The
first stage involves the processing of the inpuewgu of tasks in accordance with their
priorities and QoS requirements. The second phas#vies task scheduling at the affordable
set of resources taking into account the strucfestures of the task.

Below we consider the approaches to schedulingvtir&flow task on the set of available
heterogeneous grid-resources as well as stratégidzandling the input queue of tasks of
different types accounting the dynamicity of thetecution.

Dynamic programming method application to the probem of workflow scheduling.

In [1; 8; 9] the classification and the resultstloé algorithms’ effectiveness and complexity
evaluation are given.

The methods of search in the space of states atftbdsof mathematical programming
can produce optimal solutions, but in general dnaracterized by high computational
complexity of the algorithm. Heuristic approachas give effective solutions in polynomial
time, but in general these approaches do not peawid optimal solution, as the average, the
worst and the best performance of these algoriisrasknown [1].

Clustering (DSC, CASS-II [10]) and replication (TDBANH [11]) approaches aimed at
reducing the time required for data transfer betweedes by placing tasks that require the
exchange of large amounts of data on a single resawu duplicate blocks, respectively [9]. The
disadvantages of these approaches is the diffiofilagcounting the heterogeneity of the subtasks,
and the lack of opportunities to use several ressugrid-network for parallel blocks task.

An important aspect of the use of commercial gndi®nment is the need to optimize
the mutually exclusive characteristics of resowrgst and execution time taking into account
the significance of the coefficients of each on@slheuristic scheduling algorithms focus on
improving one of the criteria. Today, the only wibokv scheduling algorithm that solves the
multiobjective optimization problem is the LOSS AIB algorithm [8]. Many of the existing
scheduling algorithms impose some restrictionshanstructure of the task and the structure
of grid-network.
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Dynamic programming method is one of the methodsathematical programming, applied
to the problem with optimal substructure. Optimaysructure problem assumes that the optimal
solution of its constituent smaller subtasks candsel to solve the original problem [12].

The algorithm introduces the concept of levelshim structure of the work flow, which are
determined by a variety of tasks that can be peréor simultaneously at a certain stage of the
task. For example, a workflow structure shown ig. Bi (a) may be allocated to the following
levels: 1) {Al1}; 2) {A2, A3, A4}; 3) {A5} and 1) {B1}; 2) {B2, B3, B4}; 3) {B5, B6}; 4)
{B7} for the sctructure shown in Fig. 1 (b) respeety.

Optimal solution contains optimal solutions at gvevel, and, therefore, the task has the
property of optimality [12].

The objective function of the algorithm can be deieed by several parameters that have
some weight. Accordingly, the objective functiongimi look as follows:

y =k, [fime+k, [¢ost (2)
where k, ko - user-defined coefficients of QoS parameters;

time — task execution time;
cost - the cost of computing resources usage.
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Fig. 1. Two example DAGs

The flowchart of the algorithm is shown in Fig. 2.
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Fig. 2. The QoS-based scheduling algorithm flowthar



Ne 4 (69), 2013 BICHUK YEPHITIBCHKOT'O JIEPYKABHOI'O TEXHOJIOTTYHOT' O YHIBEPCUTETY
VISNYK OF CHERNIHIV STATE TECHNOLOGICAL UNIVERSITY

As it can be seen from the flowchart that at eawtell for each allocation variant the
optimal solution is saved regarding the allocatiost as well as the cost of interaction with
the blocks of the previous levels. Inefficient smos for each location are discarded and will
not be further considered. At the last step of dlgorithm the global optimal solution is
determined moving backward from the bottom up tgtothe levels. It is recommended to
store the allocation plans ordered by the valud@fbjective function, which can be used for
dynamic rescheduling problem if necessary.

The strategy of input queue of tasks processingVe have considered the issues of
planning a separate task represented as a worlkdtoan affordable set of heterogeneous
resources. In this section, we will discuss appneado processing and scheduling of various
types of tasks coming into a single input queueadkflow management system.

In [13] the following existing multiple workflow $®eduling strategies are presented.

1. Scheduling and execution DAGs that are in the tiqueue one after another. The
disadvantage of this approach is the ineffectivd ggsources utilization, inability to reflect
the priorities and the required level of Qo0S.

2. Scheduling and execution of DAGs in accordance Wighcriterion of total estimated
runtime. Processing order may be different: thergyi for tasks with a minimum execution
time or the maximum. Such approach does not sdieeproblem of effective resources
utilization and QoS considering.

3. Combining multiple DAGs into a single DAG with arfiaer usage of existing methods
of single workflow task scheduling in a heterogameenvironment.

The following four main approaches of merging DA#3s determined.

1. Policy C1: Combining DAGs by adding a new entry aledv exit “empty” nodes. The
combining technique application for two DAGs shawifrig. 1 is presented in Fig. 3.
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Fig. 3. Common entry and common exit node technique

2. Policy C2: A composite graph is created in the samag as before, but the scheduling
is made by the levels for independent parallelddbdvel-based ordering) (Fig. 4).

3. Policy C3: Scheduling and execution of differenmputational units of workflow
tasks occur in the style of round-robin: if on frevious step the task of one workflow was
planned and carried out, then on the next stejilibes considered as the ready task of another
workflow.
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4. Policy C4: When combining DAGs into a single wookil structure the estimated

execution time of workflow is taken into accountdamerging by introducing additional
nodes occurs at tteppropriate level (Fig. 5).
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Two fairness policies of resources distributiondsh®n calculating the delay of each
workflow while choosing the next workflow for schdohg have been introduced in [13].

However the merging DAGs approaches and fairnebsigm can be applied only to the
workflows with the same priorities.

In [14] a ServeOnTime strategy is proposed anceffisiency in comparison with the
classical approach FCFS (first come first servash@wn. The strategy is based on adding the
new arrived workflow task to the exiting task ofeewting workflow. Such an approach
ignores the QoS requirements, and underutilizeduregs associated with the occurrence of
"gaps" (waiting for completion of the tasks of {hievious level and data transfer). In [15] a
GapSearchScheduling algorithm is presented. Tharitigh is based on finding and filling
such gaps by tasks, the execution time of whidbss than the gap size.

In [16] the input queue deadline coordinator suitestis presented. The deadline driven
(DD) coordinator orders DAGs considering deadlispscified by users. DAG with earlier
deadline is processed first. DAG priority is congalinversely to deadline value. The DD-
coordinator should verify that the deadline is istel. However, the solution is not complete.
Deadline set by the user must be considered itioBléo the estimated execution time and
the arrival time of all tasks.

We suggest the following scheme of tasks priontgleation:

P=U, +1/t,, (3)

whereU, — user task priority set by the policy of apprafeivirtual organization;

tin—arrival time of task queued for execution.

When sending a task to perform, the user can sedéhired values for the following QoS
parameters: restriction to the task time executitmadline), cost limit of computing (maximal
cost), as well as the significance of the coeffitseof these parameters.

Taking into account the dynamicity of the grid e@owiment structure, compliance with
user-defined QoS-parameters can not be guarartiaedinding the optimal solutions based
on the established significance coefficients isrgoteed. Defining the actual values of QoS
parameters is possible by the use of simulationahaoittask execution process.
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Guaranteed compliance deadline is possible onlythfertasks submitted with advanced
reservation policy, and the preliminary assessrtierd regarding to the task execution time is
set by the workflow management system administrdtorthe case of low QoS level of
available resources replication approach can be imsaddition.

Internal xml task specification format has beenel@yed. The format allows describing
the tasks of different types, as well as to deteentihe volume of data transferred between the
computational units of workflow task and periodignshronization between the parallel
blocks. When the task is sent to a specific commgutesource the task format is converted to
those required by the corresponding middleware.

There are static and dynamic approaches to tagidatihg. Static approach assumes the
availability of information about the current statiegrid-network resources and task’s blocks
execution sequence prior to computation. Dynamjr@gech takes into account the dynamic
grid-network resources, as well as handles bragchm the structure of the problem.
However, this greatly complicates the planning pssc

The paper introduces the use of a hybrid approacplanning, which is to use static
methods for primary distribution, followed by theyndmic regulation of the primary
distribution, taking into account the dynamics loé task and the state of network resources.
Such a scheme is implemented at the level of thiasoleeduler through periodic survey of
the state of the network resources, task’s unigs@txon control and rescheduling tasks when
needed.

The system is supposed to have the following tasugs.

1) Single Block And Data Parallel Queue — containst#s&s of the first and the second
type. In case of the resource failure, the tagskssibmitted to the same queue with the highest
priority.

2) Workflow Queue — contains workflow tasks.

3) Workflow Tasks Rescheduling Queue — contains coatmurtal units of different
workflow tasks requiring rescheduling. Computingt wh any workflow is put into this queue
if the resource that was scheduled for the unliedai

Queue processing and tasks scheduling is made enotder of their priorities.
Rescheduling is processed first, and the reschegluisk is assigned to a suitable free
resource or the nearest "gap" in the schedulesofuree employment.

If several tasks have the same priority, they aeeged into a single DAG according to
the combine policy C4.

Single DAG scheduling is made using the methodgmtes! in the previous section, with
further drafting task’s schedule taking into acdotive synchronization between units and
graphics of resources employment.

While scheduling the workflow if the amount of tiree resources is less than the width
of the DAG then the estimated execution time ongteof available resources is compared
with the estimated execution time on the greatessiple variety of resources. If the
difference in execution time is less than the wgitime of deallocation, the task is assigned
to the available resources, or the task is waftimghe release of resources employed and the
optimal schedule for its implementation since iberiation of resources is prepared.

Single blocks of tasks are assigned either to talslei free resource, or to the nearest
appropriate "gap" in the graph of the resource.p'Gis considered appropriate if the
estimated execution time of the task is less ttegngize.

Scheduling algorithms effectiveness evaluatio.he experiments were carried out only
for the analysis of the effectiveness of the pregosingle DAG scheduling method on the
available set of resources. Effectiveness evalnaifdhe proposed strategy for processing the
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gueue of tasks taking into account the dynamictheif implementation requires additional
research.

To investigate the properties of scheduling alpong the GridSim toolkit [17] was
expanded by adding new entities required for maodelihe processes of planning and
execution of workflows in the grid-environment. Tlegperiments were carried out for
randomly generated workflow tasks of varying comjtie

The grid-environment experimental model was presebt four compute nodes with the
following characteristics: CE1 = {10 mips, 100,{000, 50}}; CE2 = {25 mips, 100, 0, {100,
20}}; CES = {35 mips, 100, 0, {80, 40}}; CE4 = {4¥ips, 100, 0, {100, 30}}.

The effectiveness of a scheduling algorithm in éperiments was determined by: 1) the
objective function value; 2) the computational céexjpy of the algorithm. In order to simplify
the objective function was defined by task exeautiime, excluding the economic costs.

Table 5 shows the results of the experiments fertaélsks of different complexity and the
following scheduling algorithms: 1 - heuristic atijom HEFT, 2 - scheduling algorithm
based on dynamic programming method, 3 - randoetseh of the resource to perform the
task of computing unit, ready to run, excluding test of accommodation.

Proposed algorithm showed a higher efficiency floe tworkflow runtime criterion.
Scheduling time of the proposed method is highemtlior other algorithms, but it is
incomparably less the workflow runtime in the gedvironment that justifies the
appropriateness of the proposed solution.

Table 5
Experimental results
The ratio ofthe
Number of | Number of | Number of | Scheduling timg Runtime, : (number of
nodes links levels ms S Algorithm nodes / nurber
of links)

10 13 5 3 518,4 1 0,769231
25 34 7 9 6859,91 1 0,735294
50 72 9 30 7241,28 1 0,694444
10 13 5 5 408 2 0,769231
25 34 7 12 5833,44 2 0,735294
50 72 9 43 6167,76 2 0,694444
10 13 5 1 576 3 0,769231
25 34 7 5 7873,92 3 0,735294
50 72 9 20 8203,2 3 0,694444

Conclusion. The paper discusses the features of using gridramwient to perform
various types of computational tasks of high dinemsThe metascheduler structure of the
centralized workflow management system and twoestaneduling strategy that takes into
account QoS requirements, the dynamicity execudiwh structural features of the task were
proposed. The dynamic programming method applicatio the workflow scheduling
problem was shown in the paper. Experimental respioved the effectiveness of the
proposed workflow scheduling method. The effectesmnevaluation of the proposed queue
processing and rescheduling strategy where noepted in the paper and require additional
research. The centralized workflow management systi&h the proposed strategies of job
scheduling was applied for economic and medicahdignensional tasks execution in grid
environment.
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